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Abstract—Content-based classification of manuscripts is an im-
portant task that is generally performed in archives and libraries
by experts with a wealth of knowledge on the manuscript’s
contents. Unfortunately, many manuscript collections are so vast
that it is not feasible to rely solely on experts to perform this
task. Current approaches for textual-content-based manuscript
classification generally require the handwritten images to be
first transcribed into text – but achieving sufficiently accurate
transcripts are generally unfeasible for large sets of historical
manuscripts. We propose a new approach to perform automati-
cally this classification task which does not rely on any explicit
image transcripts. It is based on “probabilistic indexing”, a
relatively novel technology which allows to effectively represent
the intrinsic word-level uncertainty generally exhibited by hand-
written text images. We assess the performance of this approach
on a large collection of complex manuscripts from the Spanish
Archivo General de Indias, with promising results. To the best
of our knowledge, this is the first published work proposing,
developing and assessing a successful approach for content-based
classification of untranscribed manuscript images.

I. INTRODUCTION

We consider the task of automatic classification of bundles
or folders (hereafter called “documents”) of manuscripts, ac-
cording to their textual contents. This task has countless appli-
cations in libraries and archives where billions of manuscripts
are stored without a sufficiently useful identification of their
contents.

We assume that the manuscripts of interest have been
scanned into high-resolution digital images and the task con-
sists in classifying a given document, that may range from
a few to a few thousands of handwritten text images, into
a predefined set of classes. Classes are associated with the
topic or (semantic) content conveyed by the text written in the
document images. When we say “classification of handwritten
text images by their textual contents” it is advisable to avoid
some frequent confusions.

First of all, this task is very different from what in the
computer vision and image analysis literature is usually called
“image classification” [1], [2], [3], where images are classified
according to more or less global features related to colours,
textures, shapes, etc. It is also very different from the task
often referred to as “content-based image classification” [4],
[5]. In a conventional content-based image classification task,
images typically contain a few relatively large objects, such
as mountains, animals, vehicles, persons and so forth, out

of a few tens (or maybe a few thousands) types of objects.
In contrast, a typical text image contains several hundreds
of small and detailed “objects” (i.e., words), out of several
tens (or hundreds) of thousands “types” of different “objects”
(i.e., different words of a natural language lexicon). For
similar reasons, works such as [6], [7], where visual and text
features are combined, are not comparable with the work here
presented.

Another mix up which is worth avoiding is to relate the task
considered here with what in the document analysis literature
is often called “image document classification”, where images
of printed or handwritten text are classified according to more
or less global features such as layout visual shape, type of
script, writer (hand), etc. [8], [9], [10].

Instead, what we intend to do is similar to the time-honoured
and well known task of content-based document classification,
which assumes the data are plain text documents, rather than
handwritten text image documents. Traditional examples, for
which popular datasets are available, are Twenty News Groups,
Reuters, WebKB, etc. [11], [12], [13].

For the task here considered (textual-content-based hand-
written text image document classification), the current com-
monly accepted wisdom is to split the process into two
sequential stages. First a handwritten text recognition (HTR)
system should be used to transcribe the images into text
and, second, traditional content-based document classification
methods can be applied to the resulting text documents.

This approach might work to some extent for simple manu-
scripts with uniform writing style and good quality images,
where HTR can provide highly precise transcripts with over
90% word recognition accuracy [14]. It, of course, can also
work for small-scale collections, where manual correction of
HTR errors can be affordable.

But this is not an option for countless large historical collec-
tions of, say, hundreds of thousands of images. Moreover, for
many of these collections, the best available HTR systems can
only provide word recognition accuracies as low as 50-70%
(e.g the ICDAR-2015 benchmark [14]). This is the case of the
CARABELA collection considered in this paper. It encompasses
more than the 125 000 complex page images [15] and the
average word recognition accuracy achieved in optimistic
laboratory conditions is 65% [16], dropping to 46% when
conditions are closer to real-world usage [15].



Clearly, for this kind of manuscript collections, the afore-
mentioned two-stage idea is to be ruled out and new, holistic
approaches should be devised. To the best of our knowledge,
this is the first paper proposing, developing and assessing this
kind of approaches on a large manuscript dataset – notwith-
standing previous publications dealing with related problems
and ideas, mainly aimed at printed text [17], [18], [19].

The approach here proposed strongly relies on the so-
called probabilistic indexing technology, recently developed
to deal with the intrinsic word-level uncertainty generally
exhibited by handwritten text and, more so, by historical
handwritten text images [20], [21], [22], [23], [24]. The
probabilistic index of a text image can be seen as a “heat-map”
image representation which highlights positions of words and
“pseudo-word” character sequences which were likely written
in the original manuscript. This technology was primarily
developed to allow search and retrieval of textual information
in untranscribed manuscript collections. In fact, it has recently
been successfully applied to allow textual searching in several
large collections of untranscribed manuscripts1 [21], [25], [15].

But probabilistic indexing can go far beyond search and re-
trieval applications: Since a probabilistic index of a text image
provides a distribution of likely words, it allows to properly
estimate statistical expectations of the text features required by
most plain text content-based document classification methods.

This is the main idea proposed in this paper, which will be
developed in Sec. III–IV. Prior to this, the required background
technologies will be outlined in Sec. II. The CARABELA
project will be briefly presented in Sec. V, along with empirical
setting details, and experiments and results will be presented
in Sec. VI. The paper will finish in Sec. VII with conclusions
and prospects for future work.

II. BACKGROUND

A. Plain Text Document Classification

If a text document is given in some electronic form, its
words can be trivially identified as discrete, unique elements,
and then the whole field of text analytics [11], [13] is available
to approach many document processing problems, including
document classification (DC).

In the traditional field of DC, the text of a document is
formalized as a sequence of words, where each word is an
element of a generally large set called vocabulary or lexicon.
We will use V to denote a vocabulary and v to denote an
element of V (i.e., a word). Finally, we will use w to denote
a sequence of words; i.e., a text.

The most popular document representation model for DC
is known as the bag of words (BOW) or, more generally, the
vector model [26], [11], [13]. In this model, the order of words
in the text is ignored and a document is represented as a feature
vector indexed by V . Let D be a set of documents, D ∈ D a
document, and ~D ∈ RN the BOW representation of D, where
N

def
= |V |. For each word v ∈ V , Dv ∈ R is the value of the

1See http://transcriptorium.eu/demots/KWSdemos/ for a list of public
search interfaces for these collections.

v-th feature of ~D, which is generally related to the frequency
with which v appears in D.

Each document is assumed to belong to a unique class c
out of a finite number C of classes. The aim is to predict the
best class for any given document, D. Under the vector model,
many pattern recognition and machine learning approaches are
available. Traditional methods are the so-called Multinomial
Naive Bayes (MNB), as well as the (plain) Perceptron and
the Support Vector Machines (SVM), among others [11], [12],
[13]. Recently, more sophisticated models have been proposed
and used, such as Multi-Layer Perceptron (MLP), using or not
word embeddings, and even recurrent neural networks such as
BLSTMs, which explicitly take into account word order [27],
[28], [29], [30]. In this work, we will present results using
MNB, and various configurations of MLPs.

1) Feature Selection: Not all the words used in D are
equally helpful to predict the class of a document D. There-
fore, a classical first step in DC is to determine a “good”
vocabulary, Vn, of reasonable size n < N . One of the
best ways to determine such a vocabulary is to compute the
information gain (IG) of each word appearing in D and retain
in Vn only the n words with highest IG.

Loosely following the notation used in [31], let tv be the
value of a boolean random variable which is True if, for some
random D, v appears in D and False otherwise. So, P (tv)
is understood as the probability that some document contains
the word v and P (tv) = 1− P (tv) as the probability that no
document contains v. The IG of a word v is then defined as:

IG(v) = −
∑
c∈C

P (c) logP (c)

+ P (tv)
∑
c∈C

P (c | tv) log p(c | tv)

+ P (tv)
∑
c∈C

P (c | tv) logP (c | tv) (1)

where P (c) is de prior probability of class c, P (c | tv) is
the conditional probability that a document belongs to class
c, given that it contains the word v, and P (c | tv) is the
conditional probability that a document belongs to class c,
given that it does not contain v. Note that the first addend
of Eq. (1) does not depend on v and can be ignored to rank
all v ∈ V in decreasing order of IG(v).

To estimate the relevant probabilities in Eq. 1, let f(tv) ≤
M

def
= |D| be the number of documents in D which contain v

and f(tv) = M − f(tv) the number of those which do not
contain v. Let Mc ≤M be the number of documents of class
c, f(c, tv) the number of these documents which contain v
and f(c, tv) =Mc − f(c, tv) the number of those that do not
contain v. Then, the relevant probabilities used in Eq. (1) can
be estimated as follows:

P (tv) =
f(tv)

M
P (tv) =

M − f(tv)
M

(2)

P (c | tv) =
f(c, tv)

f(tv)
P (c | tv) =

Mc − f(c, tv)
M − f(tv)

(3)

http://transcriptorium.eu/demots/KWSdemos/


2) Computing Feature Values: Using information gain, the
words v ∈ V can be sorted by decreasing order of IG(v).
Then an adequate vocabulary size, n, can be empirically tuned
by using the n first elements of the sorted list to develop a
classifier with adequately good precision.

For a given document D, the input to the classifier is a
feature vector ~D ∈ Rn. As previously commented, the value
Dv of each feature v is typically related with the frequency
of v in D. Let f(v,D) be this frequency – i.e., the number of
times v appears in D. One could just define Dv = f(v,D).
However, absolute word frequencies can dramatically vary
with the size of the documents. Let Vn(D) be the set of words
in Vn which appear in D and let f(D) =

∑
v∈Vn

f(v,D) be
the total (or “running”) number of words in D. So, for each
v ∈ Vn, its normalized frequency, f(v,D) / f(D), is generally
preferred. This ratio, denoted Tf(v,D) and often called term
frequency, is a max-likelihood estimate of the conditional
probability of word v, given a document D,P (v |D).

While Tf adequately deals with document size variability, it
has been argued that better DC accuracy can be achieved by
further weighting each feature with a weight that reflects its
“importance” to predict the class of a document. Of course,
IG could be used for this purpose, but the so-called inverse
document frequency (Idf) [32], [33], [34] is argued to be
preferable. Idf is defined as log(M /f(tv)), which, according
to Eq. (2), can be written as − logP (tv).

Putting it all together, to represent a document D by a
feature vector ~D, the value of each feature, Dv , is computed
as the Tf·Idf of D and v; i.e., Tf(v,D), weighted by Idf(t):

Dv = Tf·Idf(v,D) = Tf(v,D) · Idf(v)

= P (v |D) log
1

P (tv)
=

f(v,D)

f(D)
log

M

f(tv)
(4)

B. Probabilistic Indexing of Handwritten Text Images

The Probabilistic Indexing (PrIx) framework was proposed
to deal with the intrinsic word-level uncertainty generally
exhibited by handwritten text in images and, in particular,
images of historical manuscripts. It draws from ideas and
concepts previously developed for keyword spotting, both in
speech signals and text images. However, rather than caring for
”key” words, any element in an image which is likely enough
to be interpreted as a word is detected and stored, along with
its relevance probability (RP) and its location in the image.
These text elements are referred to as “pseudo-word spots”.

Keyword spotting can be seen as a binary classification
problem to decide whether a particular image region x is rele-
vant for a given query word v, i.e. try to answer the following
question: “Is v actually written in x?”. As in [20], [23], we
denote this image-region word RP as P (R=1 | X=x, V = v),
but for the sake of conciseness, we will omit the random
variable names, and for R = 1, we will simply write R. As
discussed in [35], this RP can be simply approximated as:

P (R | x, v) =
∑
bvx

P (R, b | x, v) ≈ max
bvx

P (v | x, b) (5)

where b is a small, word-sized image sub-region or Bounding
Box (BB), and with b v x we mean the set of all BBs con-
tained in x. P (v | x, b) is just the posterior probability needed
to “recognize” the BB image (x, b). Therefore, assuming the
computational complexity entailed by the maximization in (5)
is algorithmically managed, any sufficiently accurate isolated
word classifier can be used to obtain P (R | x, v).

Alternatively, P (R | x, v) can be computed using a suitable
segmentation-free word-sequence recognizer [20], [35], [23]:

P (R | v, x) =
∑
w

P (R,w | v, x) =
∑

w:v∈w

P (w | x) (6)

where w is the sequence of words of an (unknown) transcript
of x and with v ∈ w we mean that v is one of the words of
w. So the RP can be computed using state-of-the-art optical
and language models and processing steps similar to those
employed in handwritten text recognition, even though no
actual text transcripts are explicitly produced in PrIx. In this
work we have adopted the PyLaia HTR toolkit [36], which
has proved to provide excellent modelling (and recognition)
performance in many HTR tasks [23], [14].

Image region word RPs do not take explicitly into account
where the considered words may appear in the region x, but
the precise positions of the words within x are easily obtained
as a by-product.

The PrIx approach usually adopts character-level optical
and language models, but it achieves good performance for
word queries by determining RPs for “pseudo-words”. As
previously commented, pseudo-words are arbitrary character
sequences that are likely-enough to be actual words and which
are automatically “discovered” in the very test images being
indexed [37], [23].

This word-level indexing approach has proved to be very
robust, and it has been used to very successfully index
several large iconic manuscript collections, such as the Me-
dieval French CHANCERY collection [21], the BENTHAM PA-
PERS [25], and the Spanish CARABELA collection considered
in this paper, among others.2

III. BASIC TEXT ANALYTICS USING PRIX

The primary usage of the PrIx of a manuscript image collec-
tion is to allow fast and accurate search for textual information
in the images. However, the information contained in a PrIx
can be useful for many other text analytics applications which
can be based on incomplete and/or imprecise textual contents
of the images. One of these applications, considered in this
paper, is image document classification by textual content. In
preparation for this application, here we discuss how PrIx can
be used to estimate basic features of the text accurately.

Since R is a binary random variable, the RP P (R | x, v)
can also be properly seen as the statistical expectation that v
is written in the region x. Therefore, the sum of RPs for all
the pseudo-words indexed in x should approach the number of
words written in x, n(x). Formally speaking, let w be a word

2See: http://transcriptorium.eu/demots/KWSdemos
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sequence corresponding to the (unknown) transcript of x and
let n(w) = |w|. Then, the expected value of n(x) is [25]:

E[n(x)] =
∑
v

P (R | x, v) (7)

In practice, if target image regions are sufficiently small (e.g.,
short lines), most of the words in a region are typically differ-
ent and this is generally a good, lower bound approximation
to the total number of words written in x.

Eq. (7) can easily be extended to estimate the total number
of running words of a page image or a larger document, X ,
containing several pages (i.e., f(D), see II-A2), or even the
full dataset. If x v X is understood as the set of all the
indexed regions (e.g. line images) of X , the expected number
of words in X , n(X) is:

E[n(X)] =
∑
xvX

∑
v

P (R | x, v) (8)

Finally, the frequency of a specific (pseudo-)word v in the
transcript of a document X , n(v,X), can be estimated as:

E[n(v,X)] =
∑
xvX

P (R | x, v) (9)

The accuracy of some of these estimates for two manuscript
collections was empirically studied in [25], [15], where esti-
mation errors well below 10% are reported.

Word occurrence estimates can be useful for many ap-
plications, including image document classification as will
be discussed below. Another word and document related
frequency, useful for document classification, is the number
of documents in a collection, X , which contain a given
word, v. The probability that v is written in a document X
can be approximated by considering this binary event as a
boolean OR combination of the events that v is written in
each of the image regions x of X . And, as discussed in [24],
P (R | X, v) ≈ maxxvX P (R | x, v). Therefore, the expected
number of documents which contain the word v, m(v,X ) can
be approximated as:

E[m(v,X )] =
∑
XvX

max
x∈X

P (R | x, v) (10)

IV. TEXTUAL-CONTENT-BASED IMAGE CLASSIFICATION

A. Estimating Information Gain and Tf·Idf from PrIx’s

Traditional techniques for plain text document classification,
based on the BOW or vector representation model, have been
outlined in Sec. II-A. All these techniques ultimately relay on
frequencies of words per document, or per document and class,
and/or frequencies of documents which contain a given word.
Obviously, for a collection of untranscribed text images, no
text is available to compute these frequencies but, as discussed
in Sec. III, they can be estimated from the image PrIx’s

According to the notation used in Sec: II-B and III, a
document D in Sec. II-A becomes a set of text images or image
document, X . Also, the set of all documents D becomes the
text image collection X and we will denote Xc the subset of

image documents of class c. Thus M def
= |X | is now the total

number of image documents and Mc
def
= |Xc| the number of

them which belong to class c.
The frequencies needed to compute the IG of a word, v are

summarized in Eqs. (2–(3). Using the PrIx’s of X , the number
of documents which contain the word v, f(tv) ≡ m(v,X ),
can be directly estimated using Eq. (10). Similarly, the number
of documents of class c which contain v, f(c, tv), can be
estimated as in Eq. (10) changing X with Xc.

On the other hand, the frequencies needed to compute the
Tf·Idf document vector features are summarized in Eq. (4). In
addition to f(tv)≡m(v,X ), already discussed above, we need
the total number of running words in a document D, f(D),
and the number of times the word v appears in D, f(v,D).
Clearly, f(D)≡ n(X) and f(v,D)≡ n(v,X), which can be
directly estimated using Eq. (8) and Eq. (9), respectively.

B. Image Document Classification

Once we know how to estimate the frequencies needed to
compute the word IG and the Tf·Idf vector representation
of image documents, optimal prediction of the class of an
image document X is achieved under the minimum-error risk
statistical framework:

c?(X) = argmax
c∈{1,...,C}

P (c | X) (11)

Using a vector representation of X , ~X (e.g., Tf·Idf), the
posterior P (c | X) can be computed following several well-
known approaches. A most direct one, which we mainly
consider in this work, is the Perceptron and Multi-Layer
Perceptron (MLP).

1) Multilayer Perceptrons: We use architectures where the
output is a softmax layer with C units and training is per-
formed by backpropagation using the cross entropy loss. Under
these conditions, it is straightforward that each output c for an
input vector ~X approaches P (c | X), 1 ≤ c ≤ C, and thus
Eq. (11) directly applies.

We have considered various architectures with different
numbers of layers. In all the cases, every layer except the last
one is followed by batch normalization and ReLU activation
functions, Three configurations were tested. The basic one,
is a plain multiclass perceptron where the input is totally
connected to each of the C neurons of the output layer (hence
no hidden layers are used). For the sake of simplifying and
homogenizing the terminology, here we consider such a model
as a “0-hidden-layers MLP” and refer to it as MLP-0. The next
configuration, MLP-1, was a proper MLP including one hidden
layer with 64 ReLU neurons and batch normalization [38]. The
hidden layer was expected to do some kind of intra-document
clustering, hopefully improving the classification ability of the
last layer. Finally, we also tested a deeper model, MLP-3, with
3 hidden layers including 16, 32 and 64 ReLU neurons and
batch normalization.



2) Multinomial Naive Bayes and Plain Perceptron: Other
popular approaches use the Bayes’ rule to transform Eq. (11)
into:

c?(X) = argmax
c∈{1,...,C}

P (c)P (X | c) (12)

One of these approaches is the MNB classifier [11], [39], in
which P (X | c) is computed as:

P (X | c) = K
∏
v∈Vn

(θcv)
Xv (13)

where K is a term that does not depend on c, Xv is the v-th
component of the image document feature vector ~X , and θcv ,
v ∈ Vn, are the parameters of the MNB distribution for class
c, 1 ≤ c ≤ C. In this case, Eq. (12) can be rewritten as:

c?(X) = argmax
c∈{1,...,C}

logP (c) +
∑
v∈Vn

(log θcv)Xv (14)

which clearly shows that MNB is a linear classifier equivalent
to a (plain) perceptron [39]. Nevertheless, it should be pointed
out that the accuracy which can be achieved with these
classifiers may differ, not only because of the different training
criteria adopted, but also because of differences in how the
priors P (c) are handled in each case.

Typically Xv=n(v,X), but better results are often reported
if rather than raw word frequencies, their normalized and
weighted versions, Tf·Idf (see Eq. (4)), are used.

V. DATASET AND EXPERIMENTAL SETTINGS

The dataset considered in this work is part of the manuscript
collection compiled in the CARABELA project. In this section
we outline this project and provide details of the dataset and
other settings adopted for the experiments discussed in Sec. VI.

A. The Carabela Project

The full manuscript collection considered in the CARABELA
project contain more than 125 000 images of manuscripts
of interest to underwater archaeology. The images used in
the present work correspond to documents from the Archivo
General de Indias (AGI), wich encompass about one forth of
the CARABELA collection [15].

The very many and extremely variable writing styles, the
heavy use of archaisms and non-standard abbreviations [16],
the poor quality of original documents and/or scanned images
and the sheer size of the collection, makes CARABELA one
on the most challenging sets of historical manuscripts we have
ever considered.

A basic aim of CARABELA was to obtain PrIx’s for all the
images of the collection, in order to make it searchable by
textual queries, as in previous similar projects [21], [25].

Another important objective was to demonstrate the fea-
sibility of classifying sets (documents) of untranscribed text
images according to their textual contents. This is the focus
of the present paper. Given the contents of the CARABELA
manuscripts, the main classification task demanded by the
archive holders was to classify image documents into classes
associated with the level of risk of public exposure of the

corresponding images. Simplifying matters, the aim was to
automatically detect those folders that may be sensitive for
the protection of underwater Spanish heritage facing possible
abuses such as shipwreck looting.

All objectives of CARABELA were achieved [15]. 1) More
than 125 000 page images were probabilistically indexed with
satisfactory evaluation results; 2) an effective search system
was implemented for real textual information retrieval3 which
is being very positively appraised by expert users and 3) new
machine learning classification methods were developed for
accurate textual-content-based classification of documents of
untranscribed images, as discussed in this paper.

B. Empirical settings

From the AGI part of the CARABELA collection, 199
documents were manually labelled by the paleographers and
historian partners of the project. The sizes of these documents
varies from five to more than 2000 page images. Three class
labels were defined, LOW, MED. and HIGH, depending on
the risk that exposing publicly the documents would entail,
as discussed in Sec. V-A. The machine learning task thus
consists in training a model to classify each document into
one of theese three classes (i.e., C = 3). To avoid the impact
of outliers and to ensure each documents considered has a
minimum of information to reasonably allow distinguishing
its class, we discarded documents with less than five page
images. This resulted in an experimental dataset of M = 155
documents, the details of which are shown in Table I. While
the amount of data in this dataset is large (21 889 text images),
the actual number of samples to be classified is quite small
(155 documents). Therefore, to achieve reasonably reliable
results, all the experiments presented in Sec. VI, were carried
out following a 15-fold cross-validation protocol.

TABLE I
NUMBER OF DOCUMENTS AND PAGE IMAGES:

PER CLASS, PER DOCUMENT & CLASS, AND TOTALS.

LOW MED. HIGH Total
Number of Documents 19 67 69 155
Average Images per Document 210 193 72 21 889
Min–Max Images per Document 5–475 5–2143 5–1733 5–2143

PrIx vocabularies are typically huge because they contain a
large amount of pseudo-word hypotheses. However, many of
these hypotheses have low relevance probability and most of
the low-probability pseudo-words are not real words. There-
fore, as a first step, we pruned out the huge PrIx vocabulary,
avoiding words with less than three characters, as well as
words with estimated document frequency lesser than 1.0. This
resulted in a vocabulary of 69 279 (pseudo-)words. Secondly,
to retain the most relevant features as discussed in Sec. II-A1,
(pseudo-)words were sorted by decreasing values of IG and the
first n entries of the sorted list were selected to define a BOW
vocabulary Vn. Exponentially increasing values of n from 8 up
to 16 384 were considered in the experiments. Finally, a Tf·Idf
n-dimensional vector was calculated for each document.

3 http://carabela.prhlt.upv.es/en/demonstrators
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For MLP classification, document vectors were scaled by
subtracting the mean and dividing by the standard deviation,
resulting in zero-mean and unit-variance input vectors. The
parameters of each MLP architecture were initialized follow-
ing [40] and trained according to the cross-entropy loss for 50
epochs using the ADAM optimizer [41], with a learning rate of
0.1, β1 = 0.5, β2 = 0.999. As mentioned above, the models
were trained and tested following a 15-fold cross-validation
protocol, ending up with the average accuracy for all folds.
In each fold, a validation set of 10% of the training data
of this fold was used for MLP training. In order to avoid
random initialization effects and obtain more consolidated
results, for every value of n the whole cross-validation process
was executed 100 times with different initialization seeds, and
then average results were calculated.

MNB experiments, on the other hand, were carried out
with the SKLEARN toolkit [42], using Tf·Idf input features
and following the same 15-fold cross-validation protocol as
for MLP models (except for random initializations, wich are
pointless here). Smoothing is often reported to allow improved
MNB results, but our best results were achieved with no
smoothing (α = 0) – probably because in our task there
are only three classes and the overall amount of training
data (taking into account the number of pages per document,
see Table I) is fairly large. In our classification task classes
are fairly unbalanced (see Table I), which is known to raise
training issues for MNB. This is studied in detail in [39], where
the so-called “Complement MNB” (C-MNB), is proposed to
mitigate the resulting data skew. In our experiments we found
C-MNB to provide slightly better overall performance than
plain MNB.

VI. EXPERIMENTS AND RESULTS

Empirical work has mainly focused on MLP classifiers, but
other approaches, such as MNB, have been also studied.

A. Multilayer Perceptrons

Classification error rates are presented in figure 1 for
12 increasing values of n, the number of (pseudo-)words
selected with maximum Information Gain. As previously
mentioned, each reported result is the average of 100 15-fold
cross-validation executions with different random initialization
seeds. As discussed in Sec. IV-B1, three architectures were
evaluated, referred to as MLP-0, MLP-1 and MLP-3.

Best results are obtained for the plain perceptron (MLP-0),
for a relatively large vocabulary of 2048 words. For this model,
accuracy remains good if the vocabulary size is reduced down
to 128 words. Further reductions, or using vocabularies larger
than 2048 words, lead to sharp accuracy degradations. The
other (proper) MLP models achieve almost the same accuracy
as MLP-0 for the 4096 words vocabulary, and similarly good
accuracies for a wider range of vocabulary sizes. Moreover, the
accuracy of both MLP-1 and MLP-3 do not fall significantly
when the vocabulary size is increased and degrade more
gracefully for smaller sizes.

 0

 10

 20

 30

 40

 50

 4  16  64  256  1024  4096  16384

E
rr

or
 ra

te
 (%

)

Number of features (selected words)

MLP-0
MLP-1
MLP-3

Fig. 1. Classification error rate for three classifiers. MLP-0 is a plain multi-
class perceptron, MLP-1 is a multilayer perceptron with a single hidden
layer and MLP-3 has 3 hidden layers. Each result is the average of 100
15-fold cross-validation runs with randomly initialized model training. 95%
confidence intervals (not shown for clarity) are all smaller than ±1.3%.

Model complexity, in terms of numbers of parameters to
train, grows with the number of features, n as:

P: 3(n+ 1) MLP-1: 64n+ 387 MLP-3: 16n+ 3091

For all n > 64, the least complex model is MLP-0, followed
by MLP-3 and MLP-2. For n = 2048 MLP-0 has 6147
parameters, while MLP-2 and MLP-3 have 131459 and 35859
parameters, respectively. And for n = 4096 the number of
parameters of MLP-2 and MLP3 are 262531 and 68627,
respectively. Therefore, also taking into account the model
complexity, MLP-0 seems to be the best choice for the task
considered in this work.

For the best model (MLP-0, with 2048 features), Table II
shows the average confusion matrix and the specific error rate
per class. It is worth noting that the best accuracy is achieved
for the most sensitive (HIGH) class, were false negatives may
have the most negative impact on the intended application.

TABLE II
AVERAGE CONFUSION MATRIX FOR 100 15-FOLD CROSS-VALIDATION

RANDOMLY INITIALIZED RUNS, USING 2048 WORDS WITH THE GREATEST
IG AND THE MLP-0 CLASSIFIER.

LOW MED. HIGH Total Error (%)
Low 15.7 0.2 3.1 19 17.1
Med. 1.0 62.8 3.2 67 6.2
High 1.3 2.3 65.4 69 5.3
All classes 18.0 65.3 71.7 155 7.1

B. Multinomial Naive Bayes
C-MNB classification error rates for increasing numbers of

features (n), are reported in Table III. MLP-0 (Perceptron)
results for the same values of n (already posted in Fig. 1),
are also included to allow direct comparison. The overall
superiority of MLP-0 can be clearly observed – and the same
could be said for MLP-1 and MLP-3. Since the MLP-0
architecture is just that of a plain multiclass perceptron, it is
functionally equivalent to MNB, as discussed in Sec. IV-B2.
Therefore the better performance achieved by MLP-0 should
be attributed to the different training approach: max posterior
(MAP) for MLP-0, versus max likelihood (MLE) for MNB.



TABLE III
CLASSIFICATION RESULTS USING C-MNB, COMPARED WITH MLP-0.

Error (%) 16 64 256 1024 2048 4096 9192 16384
C-MNB 42.6 44.5 26.5 20.0 16.1 14.8 15.5 20.6
MLP-0 39.4 23.6 10.7 8.8 7.1 18.4 30.3 36.8

Additional experiments were carried out with Support Vec-
tor Machines. However, the best performance we could achieve
was significantly worse than that of C-MNB. These results are
not reported for the sake of brevity.

VII. CONCLUSION

We have presented and showcased an approach that is able
to perform textual-content-based document classification di-
rectly on documents of untranscribed handwritten text images.
Our method uses traditional techniques for plaintext document
classification, estimating the required word frequencies from
image probabilistic indexes. This way, we overcome the need
to explicitly transcribe manuscripts, which is generally unfea-
sible for large collections.

The experimental results obtained with the proposed ap-
proach leave no doubt regarding its capabilities to model the
textual contents of the page images and to discriminate among
content-defined classes.

In our opinion, probabilistic indexing opens new avenues
for research in textual-content-based image document classi-
fication. In future works, we plan to explore the use of other
classification methods based on information extracted from
probabilistic indexes. On the other hand, we aim to capitalize
on the observation that fairly accurate classification can be
achieved with relatively small vocabularies, down to 64 words
in the task considered in this paper. In this direction, we
will explore the use of information gain and/or Tf·Idf values
estimated for probabilistic index (pseudo-)words to derive a
small set of words that semantically describes the contents of
each bundle of manuscripts. This would allow the automatic
or semi-automatic creation of bundle metadata which could be
extremely useful for scholars and general public searching for
historical information in archived manuscripts.
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