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Abstract—Traditional approaches for the recognition or iden-
tification of the writer of a handwritten text image used to relay
on heuristic knowledge about the shape and other features of
the strokes of previously segmented characters. However, recent
works have done significantly advances on the state of the art
thanks to the use of various types of deep neural networks. In
most of all of these works, text images are decomposed into
patches, which are processed by the networks without any previ-
ous character or word segmentation. In this paper, we study how
the way images are decomposed into patches impact recognition
accuracy, using three publicly available datasets. The study also
includes a simpler architecture where no patches are used at
all – a single deep neural network inputs a whole text image
and directly provides a writer recognition hypothesis. Results
show that bigger patches generally lead to improved accuracy,
achieving in one of the datasets a significant improvement over
the best results reported so far.

Keywords: writer identification, deep learning, neural net-
works, CNN, convolutional neural network, handwritten pages,
document image processing, historical document writer identifi-
cation, pattern recognition

I. INTRODUCTION

The identification or recognition of the writer who has
penned a piece of text is needed in several applications of
document analysis and recognition. In particular, it is required
for the organization of historical manuscripts in archives and
libraries. Traditional methods used to rely on a segmentation
of the written text into individual characters, followed by more
or less heuristic analysis of the shape of the characters [1], [2].
This approach has provided some results in simple cases where
the text is clear enough to allow the detection and extraction of
individual characters. However, it fails dramatically when the
writing is sloppy and/or when ancient scripts are considered.

Therefore, modern works follow holistic approaches where
the writing style is analyzed without character or word detec-
tion or extraction. Moreover, machine learning techniques are
proving highly adequate to tackle the writer’s identification
problem in a fully holistic, segmentation-free way. In this
direction, deep convolutional neural networks (DCNN) are the
most promising models tried so far [3], [4], [5], [6].

In this paper, we explore in detail the use of DCNN
for the classification of a handwritten image into several
classes corresponding to possible hands which have written the
text in the image. After informally exploring several DCNN
architectures, the present work focuses on the so-called ResNet

model [7] and explores how the way images are decomposed
into patches impacts the recognition accuracy. We also study
a simple architecture where no patches are used at all and a
single DCNN input a whole text image and directly provides
a writer recognition hypothesis.

We report results of extensive experiments with three public-
domain datasets: IAM [8], Firemaker [9] and ICDAR17 [10],
the dataset used in the ICDAR 2017 writer identification com-
petition. Both IAM and Firemaker are well-known benchmark
datasets consisting of modern documents which allow us to
compare our results with the state of the art reasonably pre-
cisely. ICDAR17, on the other hand, is particularly interesting
because it consists of a large number of images of historical
documents. However, it was originally proposed for writer
identification experiments, which a training/test partition that
ensures no writer of the training set has any page image in the
test set. However, this dataset can be very naturally partitioned
also for experimentation on writer recognition. So we did and
adopted this dataset as a good representative of the writer
recognition challenges entailed by historical handwritten text.

The results of our experiments are generally satisfactory
and, for the two benchmark datasets, they are close to, or
better than the best results achieved so far.

II. RELATED WORKS

This section provides an exhaustive analysis of the state of
the art on writer identification. Our analysis is mainly based
on [11] which does a review of methods between 2011 and
2016. The methods depicted in [11] follow traditional hand-
crafted approaches. In this paper, we review these handcrafted
approaches and extend it with deep learning approaches. All
results are listed on Table I.

Traditional handcrafted methods are categorized into
structure-based methods, texture-based and grapheme-based.

A. Texture-based methods

One of the first texture-based methods was of Said et al. [12]
where the texture feature was extracted by Gabor filters and
grey level co-occurrence matrix (GLCM). He et al. [13] used
Hidden Markov Tree (HMT) model in the wavelet domain for
feature extraction. Helli and Moghaddam [14] used Gabor and
XGabor filter for feature extraction. Bertolini et al. [15] create
a texture representation image by compressing handwriting
utilizing overlapping individual connected components. After



that, Local Binary Patterns (LBP) and Local Phase Quantiza-
tion (LPQ) are used for feature extraction, and classification
is done by a Support Vector Machine (SVM).

In [6] the authors propose the identification of different
writers by making use of novel direction, curvature, and
tortuosity based geometrical features. Furthermore, the paper
proposed the improvement of state of the art edge-based
directional features by using a filled moving window instead of
edge moving window and chain code-based features by using
a fourth-order chain-code list to improve discriminative power.

B. Structure-based methods

There is one interesting study [16] in which they used the
width of ink traces for writer identification. They created the
Quill-Hinge feature, which is a probability distribution of the
relation between the ink direction and the ink width.

In [1] the authors extract SIFT descriptors (SDs) and the
respective scale and orientations (SOs) from segmented words.
From the SDs and SOs, they obtain signatures and histograms
respectively, which then are used to distinguish the style
between writers. The same authors also propose [2], where
they modify descriptors, SDs and triangular descriptor (TD),
to incorporate orientation information and named them as
modified SD or MSD. Similar to before, they create histograms
from the descriptors, in this case, MSDs histograms (MSDH)
and TD Histogram (TDH), to identify the writers. Experimen-
tal results show that this method is more effective than the
previously mentioned with the unmodified SIFT descriptor.

C. Grapheme-based methods

Jain and Doermann [17] proposes the generation of features
for the codebook with K-Adjacent Segment (KAS). The KAS
method has better performance as a single feature descriptor
than other methods where many features are combined to
achieve better results.

Kirli et al. [18] proposes a novel dynamic windows based
feature extraction model. This method can adapt to any kind
of handwriting. They use the dynamic windows to extract
features from three special writing zones. As for classification
for the writer identification, they use k-nearest neighbor (K-
NN), Gaussian Mixture Models (GMM), and Normal Density
Discriminant Function (NDDF) Bayes classifiers.

Although graphemes features are typically used for the
codebook generation, Fiel and Sablatnig [19] extracted SIFT
descriptors. After that, the histogram of occurrences of a new
document is then compared to the ones in the codebook. Fi-
nally, classification is done with the nearest neighbor method.
Using local SIFT descriptors has the added advantage of not
needing binarization preprocessing, avoiding information loss.

Ghiasi and Safabakhsh [20] introduce two new efficient
methods for the generation of codebooks from contours. The
first method uses the actual pixel coordinates of contour
fragments while the other method computes the linear piece-
wise approximation using segment angles and lengths. For
feature extraction, they use the occurrence histogram of the
shapes in the codebook.

Khalifa et al. [21] apply an ensemble of codebooks com-
plemented with kernel discriminant analysis using spectral
regression (SR-KDA). SR-KDA is chosen as a way to reduce
dimensionality and avoid over-fitting problems that arise with
combining multiple codebooks. The method improved classifi-
cation accuracy using many distinct codebooks from randomly
generated grapheme features. The ensemble of codebooks has
shown an 11% increase compared to the use of a single
codebook.

Garz et al. [22] approach uses a set of novel descriptors
extracted from geometrical interest points at various scales
like from strokes, junction, endings, and loops. The proposed
descriptors reduce the compute time compared to other meth-
ods and are more straightforward and efficient to use.

More recently, Khan et al. [23], used a combination of SIFT
and RootSIFT descriptors in a set of Gaussian mixture models
(GMMs). With their method, they have obtained the current
best results in the Firemaker [24] dataset.

D. Combination of structure and grapheme based methods

Some researchers have developed methods that work both
at the texture level and the allograph level. Bulacu and
Schomaker [25] use, at the texture level, contour-based joint
directional probability distribution functions (PDFs) that en-
code orientation and curvature information of the writing style.
At the allograph level, they use a random pattern generator
of ink-trace fragments. The base codebook is generated by
segmenting the allograph into several fragments. Finally, the
writer is identified with the PDF of the patterns of the
writing. The authors have also proposed several new features,
such as edge direction distribution, edge-hinge distribution,
and directional co-occurrence. Siddiqi and Vincent [26] also
extracted features at the allograph level and texture level. At
the allograph level, they create a codebook of the most similar
shapes used. At the texture level, they extract features from
the chain code of the handwriting contours. Finally, KNN is
used for classification.

E. Deep Learning based methods

Deep learning methods have been gaining significant mo-
mentum in all types of fields, including writer identification.
One of the first attempts at writer identification with deep
learning methods was proposed by Fiel and Sablatnig [3]
in 2015. The authors proposed to train a CNN over the
input images, which consisted of segmented words and line
images, and used the second last fully connected layer as a
feature vector after training is finished. The obtained feature
vector is then compared to precalculated feature vectors of
the dataset by nearest neighbor classification. In the same
year, [4] used a very similar approach differing in a few
respects. They also used the second to last layer of a CNN
as a feature vector. However, in their case, the feature vector
that formed the second last layer was encoded to form a global
feature vector through Gaussian mixture models (GMM) super
vector encoding. They obtained better results than the model
proposed by Fiel and Sablatnig.



Another interesting work is of [5] where, instead of ex-
tracting local features like previous work, they extract global
features of the entire image. As the other research mentioned
before, they also extract features with a CNN but use a joint
bayesian technique to extract the writer. The results reported
in this paper are the best results for the ICDAR13 [27] dataset
and the CVL [28] dataset.

One successful approach that involves classification and not
feature extraction was of DeepWriter [29] a deep multi-stream
convolutional neural network consisting of two branches shar-
ing the convolutional layers. Nguyen et al. [30] propose
another end to end CNN classifier with two branches. A sub-
region level branch targets individual writing strokes features.
A character-level branch captures character shape features.
Finally, the extracted local features are aggregated into global
features and sent to a softmax classifier to make a prediction.

A very recent study [31] suggests a novel DNN called
FragNet that uses word images. FragNet has two branches:
a feature pyramid branch and a fragment branch. The fea-
ture pyramid branch is a traditional CNN used to extract
feature maps in different scales from an input word image.
The fragment branch receives fragments that are segmented
from the input word image and feature maps on the feature
pyramid. The combined pieces of evidence of all fragments are
taken into account to make the final prediction of the writer
authorship. One of the major advantages of FragNet is that it
can be interpreted.

III. PROPOSED APPROACH

As we have seen in the previous section there have been
few deep learning works in the field of writer identification.
Interestingly, all of the approaches used as an input training
sample for the neural network, a small image patch. To the best
of our knowledge, none of the works uses full-page neither big
patches of images as training input. As a result, we propose a
model that works with full-page images as well as comparisons
with versions of the model working with image patches.

We use the well-known ResNet [7] neural network architec-
ture, in specific the ResNet18 version. Some preliminary tests
were done on other popular models like VGG[32], AlexNet
[33], and DenseNet[34]. Similarly, other larger versions of
ResNet have also been tested. Since the results are similar
to the smaller version, this one has been chosen.

The ResNet model used in all of the experiments is a pre-
trained version using ImageNet. Thus, fine-tuning is done by
changing only the last fully connected layer to fit with our
number of classes, and training it from the beginning.

Additionally, we fine-tune two variants of our models based
on the input image. The first variant uses a full page as input in
which we do a special preprocess explained in Section IV-D.
The second variant uses patch images. In this variant, different
sizes are tested, ranging from 100×100 to 1500×1500, and are
shown in Section V-A.

Concerning our models that use patch images as input,
as training input we extract randomly from a page image,
n number of square patches with size a × a, where n and

TABLE I
SUMMARY OF STATE OF THE ART IN WRITER IDENTIFICATION METHODS

ON IAM [8] AND FIREMAKER [24] DATASETS WITH RESPECT TO THE TYPE
OF APPROACH. IN BOLD BEST RESULTS IN THE RESPECTIVE DATASET.

STRUCTURE-BASED APPROACHES

Year Features Classifier Ref. Dataset Writers Top1 (%)

2014 MSDH + TDH KNN [2] IAM 657 97.1
2014 SDS + SOH Euclidean [1] IAM 657 98.5

Firemaker 250 92.4
2012 Quill–Hinge NN [16] IAM 657 97

Firemaker 251 86

TEXTURE-BASED APPROACHES

Year Feature Classifier Ref. DB Writers Top1

2016 Chain code KDA [6] IAM 650 82.7
2013 Texture LPQ SVM [15] IAM 650 96.7

GRAPHEME-BASED APPROACHES

Year Feature Classifier Ref. DB Writers Top1

2019 SIFT + RootSIFT GMM [23] IAM 650 97.85
Firemaker 250 97.98

2016 p(Is,Iθ), p(IBOS) [22] IAM 657 86.9
2015 Graphemes SR-KDA [21] IAM 657 92
2013 Connected KNN, x2 [20] IAM 650 94.8

Firemaker 250 95.2
2012 SIFT x2 [19] IAM 650 93.1
2011 KAS SVM [17] IAM 650 92.1
2011 Global and local KNN, GMM, Bayes [18] IAM 93 98.76

COMBINATION OF STRUCTURE AND GRAPHEME BASED METHODS

Year Feature Classifier Ref DB Writers Top1

2010 Codebook
and contour KNN [26] IAM 650 91

2007 Contour PDFs
and ink trace PDFs [25] IAM 650 89

Firemaker 250 83

DEEP LEARNING-BASED APPROACHES

Year Feature Classifier Ref. DB Writers Top1

2020
CNN
with word
fragments

[31] IAM 657 96.3

Firemaker 250 97.6

2019
CNN
with tuples
of images

[30] IAM 650 93.14

Firemaker 250 93.56

2016 Multi-stream
CNN [29] IAM 657 97.3

a are hyperparameters of the model. Random extraction of
patches implies that any patch could be extracted from all the
possibilities, meaning that there could be heavily overlapped
patches.

As testing and validation input, we extract the same sized
patch a×a but with stride a×a so that no overlapping patches
are extracted and all the image information is received as input.
We could have followed the same procedure as in the training
phase, extracting random patches, but we believe obtaining
all possible non-overlapping patches is a more consistent and
robust manner to tackle the testing phase since it removes the
random factor.

Finally, in the patch model, a voting scheme is used to
fusion all the patches results. The maximum predicted writer
for each patch is considered as a vote. As a result, the writer
who receives the most votes is considered as the predicted
writer. A general view of the scheme can be seen in Figure 1.



Fig. 1. Visual illustration of the voting scheme used for our patch models.

IV. DATASETS

The datasets used in this work are described below. We
followed the experimental protocol used in literature like in
[25], [1] for IAM and [30] for Firemaker. For ICDAR17 we
propose a new benchmark partition. We also explain how
these datasets are adapted for the experiments presented in
Sec. V. Table II summarizes the features of each dataset and
the partitions adopted in the work reported in this paper.

TABLE II
DATASETS AND PARTITIONS

Dataset Writers Training pages Test pages Total pages

Firemaker 250 1 1 500
IAM 657 1 or 1/2 1 or 1/2 1314
ICDAR17 720 4 1 3600

A. IAM Handwriting Database

The IAM Handwriting Database was first published at the
ICDAR 1999 and is described in [8]1. It contains 1539 pages of
handwritten text from 657 writers, each providing a different
amount of pages. The dataset was rather artificially produced
during the late 1990s. Writers were asked to copy fragments
of English printed text into sheets of paper, using any kind of
pen of their choice.

It is worth noting that this dataset was produced for experi-
mentation on multi-writer and/or writer-independent handwrit-
ten text recognition. However, since the collection contains
page images of many writers, several authors have adapted
IAM for its use as a benchmark dataset in writer recognition
experiments. Here we follow the setting adopted in [25], [1].
Since the number of pages of each writer ranges from 1 to
58 pages, the original dataset is modified to have exactly two
pages for each writer. For writers who contributed more than
two pages, only the first two are kept, and for writers with
only one page, the respective pages are cut in half.

Examples of handwritten text from different writers of the
IAM dataset are shown in Fig. 2.

B. Firemaker

This dataset [24]2 contains text written in Dutch by 250
writers, each providing four handwritten pages. As with IAM,
this dataset was rather artificially produced. Each page of each
writer has a different writing condition. The first page consists

1http://www.fki.inf.unibe.ch/databases/iam-handwriting-database
2https://zenodo.org/record/1194612#.XqHAb8szbmE

Fig. 2. Three IAM examples of text from different writers.

of a copy of a specific text so that each of the 250 writers are
copying the same text. On the second page, writers use the
same text mentioned before but written in upper case. The
third page again contains the text copied before, but writers
were given the condition of writing in a different style than
their natural style. The fourth and final page is a description
of a cartoon comic image; therefore, each writer provides a
different text. As in [30], we use the first page of each writer
for training and validation, the fourth page for testing, and the
other two pages are discarded.

Examples of handwritten text from different writers of the
Firemaker dataset are shown in Fig. 3.

Fig. 3. Three Firemaker examples of text from different writers.

C. ICDAR17

This dataset was proposed for the 2017 ICDAR Compe-
tition on Historical Document Writer Identification in the
International Conference on Document Analysis and Recogni-
tion [10]3. The objective of the competition was to retrieve the
documents written by the same writer of a given document,
considered as a “query by example”. Documents consist of
historical handwritten pages from the 13th to 20th century.
The dataset encompasses a training set of 394 writers which
provide three pages each and a test set of 720 writers which
provide five pages with each. In contrast with IAM and Fire-
maker, this dataset is a good representation of real challenges
entailed by writer recognition for historical manuscripts.

The writers of these two sets are disjoint; so training data is
only potentially useful for learning to extract relevant features
from images which allow distinguishing among writers (rather
than other features of the text images) – which can be seen as
a case of unsupervised feature learning.

3https://zenodo.org/record/1324999#.XwsCchFw1H5

http://www.fki.inf.unibe.ch/databases/iam-handwriting-database
https://zenodo.org/record/1194612#.XqHAb8szbmE
https://zenodo.org/record/1324999#.XwsCchFw1H5


Therefore the official training/test partition provided for
the ICDAR 2017 competition is not adequate in the writer
recognition scenario adopted in the present work. In this
scenario, the objective is to classify each page image in
several known classes, each associated with a different writer.
So, as with IAM and Firemaker, here the system should be
supervisedly trained on training images written by the writers
which are expected to be seen in the test images.

For these reasons, in the present work, we propose a
different benchmark partition, similar to those of IAM and
Firemaker. Specifically, we use only the 3600 page images of
the official ICDAR 2017 test set, written by 720 writers. For
each writer, the first three pages are used for training, the next
one for validation and the last one for testing.

Examples of handwritten text from different writers of
ICDAR17 are shown in Fig. 4.

Fig. 4. Three ICDAR17 examples of text from different writers.

D. Image Preparation
Every page image of each dataset is cropped to avoid

unnecessary blank backgrounds and to obtain handwritten
images as compact as possible. As a result, we obtain different
sized cropped images. Fixed-size images are needed for neural
networks. For this purpose, we perform text padding. First,
a cropped image is padded with white background to the
maximum height and width of all cropped images. Then,
the blank space is filled with fragments of the original text,
performing a copy from left to right and top to bottom, as
shown in Fig. 5. This can also be seen as a form of “data
augmentation”. So, the aim of this technique is twofold:
getting fixed image sizes and data augmentation.

After geometry normalization, standard image intensity and
color normalization is also applied to every dataset by shifting
and scaling RGB values of each image using the mean and
standard deviation of pixel RGB values of all the images in
the dataset.

(a) Raw image (b) Cropped and text padded

Fig. 5. Example of the proposed text padding. (a) original page (b) cropping
and applying text padding to (a).

V. EXPERIMENTS AND RESULTS

In this section, we will do a series of experiments to end
up with a good performing model. We start with an initial
experiment working with commonly used patch image sizes
in literature. Next, we will extend this experiment, trying even
bigger patch sizes that never have been tried in literature.
Furthermore, in Section V-C, we investigate the performance
of our models in historical manuscripts, which is known to
be a challenging task. All results of the patch-based models
are presented in Table III. After that, we will experiment with
our proposed full-page input. Finally, we present the results
of our best models and compare them with the state of the art
in Section V-E.

A. Experimental Settings

The convolutional weights of the model have been restored
from the pre-trained model with ImageNet, as mentioned in
the approach section III. The weights of the modified linear
layer initialized following [35]. Patch-based experiments are
trained according to the cross-entropy loss for 20 epochs using
stochastic gradient descent (SGD), with a learning rate of
0.01 and a batch size of 32. Full-pages experiments are also
trained with cross-entropy and SGD but with a learning rate
of 0.002 and a batch size of 9. The selected train and test
partitions have been explained in the previous sections, each in
its respective dataset section. In all the experiments, accuracy
over test partition is reported and used as a metric to compare
the different results.

All the models were trained with two Nvidia GeForce
RTX2080 GPUs and Pytorch v1.5 [36]. All the code is publicly
available in order to reproduce all the experiments done in this
work. 4

B. Performance of different patch sizes

Our initial experiments started with small-sized image
patches. To do so, we employ the patch sizes found in
literature: 32 × 32 [4], 64 × 64 [30], 113 × 113 [29], [31],
224×224 [5] and 256×256 used by the University of Fribourg

4https://github.com/akpun/writer-identification

https://github.com/akpun/writer-identification


TABLE III
ACCURACY (IN %) FOR INCREASING PATCH SIZES. THE NUMBER OF

PATCHES WAS 300 FOR IAM AND FIREMAKER AND 64 FOR ICDAR17

Patch size IAM Firemaker ICDAR17

100 84.8 78.0 22.6
256 95.7 98.0 63.8
500 96.8 98.0 78.3
600 96.8 98.4 81.0
800 94.6 98.4 83.6

1000 95.0 99.2 -
1200 95.4 - 82.5

on the competition of ICDAR17. The proposed model was not
capable of discerning any valuable features with patch sizes
smaller than 100, so the results were not included. With a patch
size of 256, it reaches 96% and 98% accuracy for IAM and
Firemaker, respectively. The voting scheme seems to improve
accuracy noticeably.

Furthermore, we noticed an increase in accuracy with a
larger number of patches. We have done several experiments
with different numbers of patches ranging from 10 to 300.
Overall, we obtain good results with 100 and 200 patches and
obtain the best results with 300 patches. For the sake of clarity
and conciseness, we only include the results with 300 patches
in IAM and Firemaker and 64 for ICDAR17. Additionally,
it is better to minimize the number of patches to achieve an
efficient model. For that reason, we have not experimented
with more than 300 patches as it requires higher training costs.

With the steep upward trajectory of the accuracy with bigger
patch sizes, we tested bigger patch sizes to see until what size
the accuracy peaks. The chosen image sizes 5 to test were of
300, 400, 500, 600, 800, 1000 and 1200. Table III shows our
best results.

For the IAM dataset, the accuracy peaks with a patch size of
600 achieving 96.8% accuracy. With bigger sizes, it plateaus
or slightly decreases.

For the Firemaker dataset, the accuracy already reaches
98% with a size of 256; however, it keeps improving with
increasing sizes. With the biggest size, we were able to obtain
an incredible result of 99.2%.

Overall, with bigger patches, we have obtained excellent
results. It seems that having big patches provides a lot of
information to the neural network. Combining it with the
voting scheme, the model has less margin of error and obtains
better results.

C. Performance on Historical Documents

Previous experiments were done on IAM and Firemaker,
which are contemporary datasets. Historical manuscripts have
proven to be more challenging for writer identification. These
types of documents are quite noisy, suffer deterioration, and
are typically written in cursive, which is more difficult to
understand. In these circumstances, it is more than interesting

5All the sizes refer to a square patch. To simplify we state a single value.

to know how well can our model cope with these types of
datasets. We use the ICDAR 2017 dataset for this purpose.

As seen before in the contemporary datasets, the big patches
based model performs better. Our best results are obtained with
a patch size of 800 with an accuracy of 83.6%. Increasing
more the patch size does not improve the performance; on the
contrary, it slightly decreases. Based on our results, we can
confirm the difficulty that faces writer identification on these
types of datasets. In general, the accuracy does not seem to go
beyond the 85% mark. A comparison could be made with the
results obtained by the team of researchers of the University of
Fribourg on the competition of ICDAR 2017 [10] with 47.8%
accuracy or with [37] with 88.9% accuracy. Nevertheless, it is
not comparable, as our test set is different because their test
set was provided for writer retrieval purposes.

D. Performance of using full-page images as input

As mentioned before, all the deep learning approaches
up to date use small image patches from the original page.
Observing that no studies use full pages as input images,
we decided to use full pages to see how well can the neural
network perform with a full page.

We obtain a top 1 test accuracy of 91.3% in IAM. 98.3% in
Firemaker and 83% in ICDAR 2017. The results seem to be
quite satisfactory. Firemaker, in particular, achieves the state
of the art results.

The results indicate that our proposed page model is less
effective than the patch-based models. The voting scheme used
for the patch models helps significantly it to perform better.
The reason is that when testing, the model has a bigger margin
of committing errors in patch images, while in the case of
pages there is a single image.

E. Results

In this section, we compare our results with the state of the
art methods on the IAM and Firemaker datasets. In Table I
we had included all methods up to date, as far as we have
studied, including handcrafted approaches and deep learning
approaches. In Table IV we present our best results and
compare them with the best results in the state of the art in
Table I. Our methods have obtained a new state of the art
results in Firemaker and competent results in IAM.

The experiments show a clear performance improvement of
using bigger patch sizes. We hypothesize that features like
the spacing between lines or the spacing between words are
well captured by our models and may play a role in our
improved results. Further studies need to be done to determine
the plausible reasons for the achieved performance.

VI. CONCLUSION

In this paper, we presented a comprehensive summary of
writer recognition approaches, which included both traditional
methods and deep learning methods. We focused especially
on papers that included their results in benchmark datasets,
and we list all these results in Table I. We realized during
this review that the proposed deep learning approaches have



TABLE IV
BEST RESULTS WITH OUR PROPOSED PATCH-BASED MODELS AND

FULL-PAGE MODELS.

FULL IMAGE PATCHES BEST FROM

DATASET Accuracy (%) Accur, (%) Patch Size # Patches Table I

IAM 91.3 96.8 600 300 98.5 [1]
FireMaker 98.3 99.2 1200 300 98.0 [23]
ICDAR17 83.0 83.6 800 64 –

worked only in patch images as input data, instead of using the
full pages as input data. Thus, one of our approaches included
experimenting with full pages.

To preprocess our images, a simple but effective data aug-
mentation method, which we refer to as text padding, is also
proposed. This method also provides image size normalization
and, instead of performing padding with blank values to an
image, it fills the padded area with the handwritten text copied
from parts of the original image.

We presented two variant of models that perform end to
end writer identification. Our different variants of models vary
depending on the type of data, which can be patch images
of different sizes or page images. The patch-based models
compute the most probable writer for each patch and determine
the writer for the full page based on the most voted writer over
all the patches. The page-based model uses a single image of
the full page to determine the writer.

We tested these methods on the IAM and Firemaker dataset
and obtained competitive accuracy for the IAM dataset and
better than the state of the art for the Firemaker dataset.
Additionally, we have proposed a new, challenging benchmark
for the writer recognition, called ICDAR17. It consists of a
reorganization of the corpus proposed in the ICDAR 2017
competition on Historical Document Writer Identification,
where the dataset training and test partition is adequately
redefined for writer recognition experimentation. We also
tested our models in ICDAR17 to assess their performance
in historical datasets. The results indicate that our models are
competent even for historical manuscripts but also prove that
these type of handwritten images are more challenging than
those of contemporary writing.

Finally, our experiments demonstrated the promising perfor-
mance of using bigger patch sizes. Features like the spacing
between lines or the spacing between words may play a role
in our improved results. However, further studies need to
be done to determine the real reasons behind the improved
performance.
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